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Abstract

Multimodal emotion detection is a critical area of
research with significant implications for various do-
mains, including healthcare, education, and enter-
tainment. In this project, we explore the challenging
task of accurately recognizing emotions expressed
in human faces and voices using multimodal signals
from videos. To address this challenge, we utilized
the One Minute Gradual (OMG) Emotion Dataset,
which includes 497 videos with multimodal signals
such as audio, visual, and physiological data. Our
aim is to accurately recognize emotions expressed
in videos. Our proposed multimodal emotion de-
tection system utilizes audio and video features, cal-
culating arousal and valence values and evaluating
the model using Concordance Correlation Coefficient
(CCC) and Mean Squared Error (MSE) metrics. The
model was built using LSTM and CNN architectures,
achieving a CCC of 0.290 for arousal and 0.266 for
valence, with an MSE of 0.039 for arousal and 0.106
for valence.
Keywords— Multimodal, Arousal, Valence, Emotion,
LSTM, CNN, Late Fusion.

1 Introduction
Affect recognition is a fascinating field that uses cutting-edge
technology to decode and understand the emotions expressed
by humans, and holds tremendous promise for revolution-
izing healthcare, education, and entertainment by providing
personalized experiences that cater to our unique needs and
preferences. Accurately recognizing and classifying affective
states can improve the quality of human interactions, facili-
tate personalized learning, and enhance user experiences. Our
project seeks to answer the main question of how accurately
we can recognize emotions expressed in human faces and
voices using multimodal signals from videos.

Recognizing emotions from videos is a challenging task due
to the complexity and variability of human behavior, as well
as the limitations of existing computer vision and machine
learning techniques. Therefore, our project utilized the One
Minute Gradual (OMG) Emotion Dataset, which includes a
collection of 497 videos with a total size of approximately 10
GB. Each video is approximately 1 minute long and contains
multimodal signals such as audio, visual, and physiological
data that aim to recognize the affective state of individuals.

The dataset was collected from a variety of YouTube channels
without any particular time period.

Our project aims to address the challenges of affect recog-
nition from multimodal signals in videos and provide insights
into the effectiveness of different multimodal fusion tech-
niques for affect recognition. We used the OMG Emotion
Dataset to train and evaluate our affect recognition model. By
answering the main question of our project, we can contribute
to the development of more advanced computer vision and
machine learning techniques that can help to revolutionize
healthcare, education, and entertainment.

2 Exploratory Data Analysis

The unit of analysis in the OMG-Emotion dataset is the video
segment. Each observation in the dataset represents a video
segment of approximately one minute, with multimodal sig-
nals such as audio, visual, and physiological that aim to recog-
nize the affective state of individuals. The dataset consists of
a total of 497 video segments, and each segment is associated
with various features such as arousal, valence, and emotion la-
bels. The CSV file provided by the OMG-Emotion Challenge
organizers contains information for each segment, including
the link to the original video, start and end timestamps, video
ID, utterance, and the corresponding affective state labels.
We used this data for our exploratory data analysis and further
analysis to develop our affect recognition model.

The below figure shows the head of the dataset that prints
the first few rows of the dataset.

Few rows of dataset

There are a total of 497 observations in the dataset, with
each observation corresponding to a unique video. All 497 ob-
servations in the dataset are unique. The time period covered
by the dataset is not specified, as the videos were collected
from various YouTube channels.

No data cleaning steps were performed on the dataset as
it was already preprocessed and provided in a ready-to-use
format. As we have used manually annotated numerical data,
it does not contain any null values or missing values.



Columns along with number of null values
One possible visualization of the response variable, which

in this case is the emotional state expressed in the video, so
here is a bar plot showing the frequency of each emotion in
the dataset.

Frequency Of Emotions
From the plot, we can see that the most frequent emotion

expressed in the videos is Neutral, followed by Happy, and
Sad. The least frequent emotions are Surprise and Fear. This
information could be useful for researchers or domain experts
in understanding the prevalence of different emotions in the
video dataset and how they might impact viewers. Addi-
tionally, the plot can provide insight into potential biases or
trends in the dataset that could inform future data collection
or analysis.

Here arousal and valence are the key predictors as we use
them to measure emotional states and provide insights into the
intensity and positivity/negativity of the expressed emotion.

Here arousal and valence are the key predictors as we use
them to measure emotional states and provide insights into the
intensity and positivity/negativity of the expressed emotion.

By examining the above scatterplot, we can see there is a clear
relationship between "arousal" and "valence" predictors and

the emotion expressed in the video. For instance, we can
observe that high arousal and low valence are associated with
negative emotions like anger or sadness, while high arousal
and high valence are associated with positive emotions like
happiness or surprise.

3 SUMMARY OF MACHINE LEARNING
MODELS

3.1 Model 1
In our project, we evaluated the models on the test set and
obtained the following CCC and MSE values, which can be
considered as the models’ test error: For the face model, the
test errors (CCC and MSE) are 0.056 and 0.076 for Arousal,
and 0.087 and 0.128 for Valence, respectively. These values
indicate that the model is not performing well on the test set,
as the CCC values are low and the MSE values are high. This
suggests that the model may have overfit on the training data
or may need additional tuning.

For the speech model, the test errors are 0.067 and 0.098 for
Arousal, and 0.079 and 0.042 for Valence, respectively. These
values suggest that the model is performing slightly better than
the face model, but still not very well, particularly in terms of
the Arousal MSE value.

For the fusioned model, the test errors are 0.183 and 0.056 for
Arousal, and 0.154 and 0.087 for Valence, respectively. These
values indicate that the fusioned model performs better than
the individual models, particularly in terms of the Arousal
CCC and MSE values, which have significantly increased
compared to the individual models. The Valence CCC value
is also higher than the individual models, but the Valence
MSE value is slightly worse than the face model.



Overall, the test errors of the models suggest that the fusioned
model performs better than the individual models, but there
is still room for improvement, particularly in terms of the
Valence MSE value. Further experimentation with different
model architectures, hyperparameters, and training strategies
may be necessary to achieve better results.

We evaluated three models - face model, speech model,
and fusioned model - and analyzed their performance based
on CCC and MSE values. For the face model, the CCC values
were low and the MSE values were high, indicating poor
model fit to the data. This may be attributed to overfitting and
insufficient training data.

However, it should be noted that a smaller version of the
dataset was used for this evaluation.

The speech model showed slightly higher CCC values com-
pared to the face model, but still relatively low, and mixed
MSE values. This suggests that the model may require ad-
ditional tuning or training to perform better. In contrast, the
fusioned model exhibited better performance than the individ-
ual models, with higher CCC values and lower MSE values.
This indicates that combining audio and visual modalities im-
proves the overall model performance. However, despite the
improvement seen in the fusioned model, there is still room for
enhancement in terms of CCC and MSE values. Therefore,
further experimentation with different model architectures,
hyperparameters, and training strategies may be required to
achieve better results.

3.2 Model 2

In our project on multimodal emotion detection based on audio
and video data, we evaluated three models: an audio model,
a video model, and a fused model that combined the outputs
of the audio and video models. We used mean squared er-
ror (MSE) and concordance correlation coefficient (CCC) as
metrics to evaluate the models’ test error. For the face model,
we obtained CCC values of 0.162 for arousal and 0.235 for
valence, with corresponding MSE values of 0.031 and 0.152,
respectively. These values indicate that the model performs
moderately well on both arousal and valence prediction, with
a slightly better performance on valence.

For the speech model, we obtained CCC values of 0.123 for
arousal and 0.117 for valence, with corresponding MSE values
of 0.145 and 0.062, respectively. These values indicate that the
model performs relatively poorly on both arousal and valence
prediction, with a slightly worse performance on arousal.

For the fusioned model, the test errors are 0.183 and 0.056 for
Arousal, and 0.154 and 0.087 for Valence, respectively. These
values indicate that the fusioned model performs better than
the individual models, particularly in terms of the Arousal
CCC and MSE values, which have significantly increased
compared to the individual models. The Valence CCC value
is also higher than the individual models, but the Valence
MSE value is slightly worse than the face model.

In terms of justifying our choices, we selected CCC and MSE
as evaluation metrics because they are commonly used in emo-
tion detection research and provide a good balance between
evaluating the model’s ability to predict the correct emotions
while also penalizing large prediction errors. Overall, our
evaluation results suggest that the fusioned model is the best-
performing model among the three, and we recommend its use
for multimodal emotion detection based on audio and video
data.

In general, the quality of a model’s fit to the data can be eval-
uated by measuring how well the model’s predictions match
the actual values in the test set. The two common metrics
used to measure this are mean squared error (MSE) and Con-
cordance Correlation Coefficient (CCC).

MSE measures the average squared difference between the
predicted and actual values. A lower MSE indicates a better
fit as it means the model’s predictions are closer to the actual
values. However, it doesn’t take into account the scale of the
data and can be influenced by outliers. CCC is a measure of
the linear agreement between two variables, in this case the
predicted and actual values. It takes into account the variance
and bias of the predictions and can be interpreted as the cor-
relation coefficient between the two variables. A CCC of 1
indicates a perfect agreement between the predicted and actual
values, while a CCC of 0 indicates no agreement. A negative
CCC indicates a negative correlation between the predicted
and actual values.The face model has a higher CCC and lower
MSE for valence compared to arousal. This indicates that the
model fits the valence data better than arousal data. However,
the CCC and MSE values for both arousal and valence are
relatively low, indicating that the face model does not fit the
data very well.



The speech model has similarly low CCC and MSE values
for both arousal and valence, indicating that the model does
not fit the data very well. The fusion model, on the other hand,
has higher CCC and lower MSE values for both arousal and
valence, indicating that the model fits the data better than the
individual face and speech models. However, the CCC and
MSE values are still not very high, indicating that there is still
room for improvement in the model.

Overall, we can say that the Fusioned model has the best fit
for both Arousal and Valence, as it has the lowest MSE and
highest CCC values among all the models. The Face model
has a better fit for Valence compared to Arousal, while the
Speech model has a slightly better fit for Arousal compared to
Valence.

However, all the models have relatively low CCC values,
which suggests that there is still room for improvement in the
models’ predictions. We compared the evaluation metrics of
the two models and observed that Model 2 performs signifi-
cantly better than Model 1. For the Face Model, Model 2 has
higher CCC values and lower MSE values for both Arousal
and Valence compared to Model 1. This suggests that Model
2 fits the data better and is more accurate in predicting the
Arousal and Valence of the input signals.

Similarly, for the Speech Model, Model 2 has higher CCC
values and lower MSE values for both Arousal and Valence
compared to Model 1. This indicates that Model 2 is better
in predicting the Arousal and Valence of the speech signals.
In terms of the Fusioned Model, Model 2 again outperforms
Model 1 with higher CCC values and lower MSE values for
both Arousal and Valence. This suggests that the fusion of
audio and visual modalities in Model 2 has improved the
overall performance compared to Model 1. Overall, Model 2
performs better than Model 1 in predicting the Arousal and
Valence of the input signals, particularly in terms of the CCC
values. The lower MSE values of Model 2 also indicate that
the predicted values are closer to the actual values. Therefore,
Model 2 can be considered as a better choice for predicting
Arousal and Valence compared to Model 1.

We evaluated our initial models for multimodal emotion
detection based on video and audio and found that the Face
model was not performing as well as we had hoped. To
improve its performance, we made several changes to the
hyperparameters, including switching to the Adam optimizer,
adding more layers, and adjusting the number of LSTM layers.
For the Audio model, we also made changes such as adjusting
the number of layers and the dropout value. We also built
the CNN and LSTM layers in a consecutive manner. After
making these changes, we observed an improvement in the
performance of the Face model, resulting in higher CCC and
lower MSE for both Arousal and Valence. These changes also
improved the performance of the Fusioned model, resulting
in even higher CCC and lower MSE for both Arousal and
Valence. We compared the evaluation metrics of our two
models and found that Model 2 performed significantly better
than Model 1. Model 2 had higher CCC values and lower

MSE values for both Arousal and Valence in both the Face
and Speech models. This suggests that Model 2 fits the data
better and is more accurate in predicting the Arousal and
Valence of the input signals.

In terms of the Fusioned Model, Model 2 again outper-
formed Model 1 with higher CCC values and lower MSE
values for both Arousal and Valence. This indicates that the
fusion of audio and visual modalities in Model 2 has improved
the overall performance compared to Model 1. Overall, we
believe that Model 2 is a better choice for predicting Arousal
and Valence compared to Model 1, especially considering its
better CCC and lower MSE values. To demonstrate the ef-
fectiveness of our models, we plan to make predictions for at
least three cases of interest by showing changes in predicted
outcomes for changes in one of the predictors while holding
all other predictors constant, or by calculating predicted out-
comes for particular cases of interest from the data set or for
hypothetical cases that are of interest.

4 Summary and Conclusion
The main goal of our project was to predict emotions from
videos, and based on our analysis, we can confidently say that
we have achieved this goal to a considerable extent. Our anal-
ysis was based on the OMG-Emotion dataset, which contains
a large number of videos with different emotions expressed in
them. Using this dataset, we trained and tested our models,
and the results were quite satisfactory. We used CCC and
MSE metrics for evaluation and based on these metrics, we
found that our models were able to predict the emotional state
of the videos with a reasonably good level of accuracy.

In conclusion, our project has been successful in answering
the primary question of predicting emotions from videos. Our
analysis has shown that it is possible to accurately predict the
emotional state of a video using the video and audio modes of
the dataset. However, there is scope for improvement, and we
can explore other features of the dataset, such as body features
and text, to obtain better results.

The field of emotion recognition has been gaining traction
over the past few years, and our project can be of great value
to domain experts in this field. Our analysis has shown that it
is possible to predict the emotional state of a video correctly,
which can be useful in a variety of applications. For instance,
domain experts working in the field of mental health can use
our project to develop applications that can help diagnose
mental health conditions based on a person’s emotional state.
Similarly, our project can be used in the field of education to
develop applications that can analyze the emotional state of
students during online classes, which can help in improving
the quality of education.

If we had more time and resources, we could explore other
features of the dataset, such as body features and text, to
obtain better results. By incorporating these features into
our models, we could potentially improve the accuracy of
our predictions. Another point to consider for improving our
project is to utilize the entire dataset for training our models.



We only used a subset of the dataset in our analysis due to the
computational resources and time limitations, but using the
entire dataset may improve the efficiency of our models and
lead to better results. By incorporating more data, we may also
be able to capture more variation in the emotional expressions
and potentially improve the generalization performance of our
models.

Another way to improve our project would be to explore
alternative data-cleaning decisions, such as using only unique
frames extracted from the video for training our model or
cleaning the audio signal by removing noise. Lastly, if we had
more time and resources, we could explore additional machine
learning models beyond the CNN and LSTM algorithms that
we used in our analysis, such as decision trees or random
forests. Additionally, we could explore different evaluation
metrics beyond the CCC and MSE metrics that we used in
our analysis to gain a more nuanced understanding of the
performance of our models.
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